
UNRES - a united-residue force field for energy-based prediction of protein 
structure - origin and significance of multibody terms 

Adam Liwo, 1,~ Jarostaw Pillardy, 2 Cezary Czaplewski, 1,~ Jooyoung Lee, 2 
Daniel R. Ripoll, s Malgorzata Groth, 1 Sylwia Rodziewicz-Motowidlo, 1 

Kajmund Ka~.mierkiewicz, 1 Kyszard J. Wawak, 2 Stanislaw Otdziej, ~ 
and Harold A. Scheraga ~ 

IFaculty of Chemistry, University of GdaIisk, ul. Sobieskiego 18, 80-952 Gdarlsk, Poland 
2Baker Laboratory of Chemistry and Chemical Biology, Cornell University, 

Ithaca, N.Y. 14853-1301, U.S.A. 
SCornell Theory Center, Ithaca, NY 14853-3801, U.S.A. 

United-residue models of polypeptide chains 
[3,5,19-22,24,31,33] have long been of interest, 
because they enable one to carry out global confor- 
mational searches of proteins in real time, which 
in turn can facilitate ab initio protein structure 
predictions based solely on Anfmsen's thermody- 
namic hypothesis [1], according to which the na- 
tive structure of a protein is a global minimum 
of its potential energy surface [32]. In the last 
few years, we developed a united-residue force field 
[20-22,24], hereafter referred to as UNKES, in 
which a polypeptide chain is represented by a se- 
quence of a-carbon (C a ) atoms linked by virtual 
bonds with attached united side chains (SC) and 
united peptide groups (p) located in the middle be- 
tween the consecutive a-carbons (Figure 1). Only 
the united peptide groups and united side chains 
serve as interaction sites, the a-carbons serving to 
define the geometry. All the virtual bond lengths 
(i.e. Ca-C " and Ca-SC) are fixed; the Ca-C a dis- 
tance is taken as 3.8/k which corresponds to trans 
peptide groups, while the side-chain angles (asc 
and ~sc), as well the virtual-bond angles (8 and 
7) can vary. The energy of the virtuai-bond chain 
is expressed by eq. (1). 
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u =  sc, scj + trsc, pj 

i<j-1 i 

+ + U.o,(asc,.Osc,)] 
i 

+.=,u=, (1) 

The term Usci$c~ corresponds to the mean free en- 
ergy of the hydrophobic (hydrophi]ic) interactions 
between the side chains. It therefore implicitly con- 
tains the contributions from the interactions with 
the solvent. The terms Uscipj denote the excluded- 
volume potential of the side-chain - peptide-group 
interactions. The peptide-group interaction poten- 
tial (U~pj) accounts mainly for the electrostatic 
interactions between them or, in other words, for 
their tendency to form backbone hydrogen bonds. 
Utor, U~, and U, ot denote the energies of virtual- 
dihedral angle torsions, virtual-angle bending, and 
side-chain rotamers; these terms reflect the local 
propensities of the polypeptide chain. The term 
Ucorr is the correlation or multibody contribution 
and the w's are the weights of the energy terms. 

In contrast to all-atom force fields, the mnltibody 
terms are not just a small addition; the multi- 
body terms are an essential ingredient of coarse- 
grain united-residue force fields. This is because 
coarse-grain potentials are mean-field potentials, 
corresponding to the restricted free energy, F(X), 
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Figure 1: The UNITES model of polypeptide 
chains. 

calculated for given configurations of the "coarse- 
grain" interaction sites (p and SC in the case of 
the UNITES force field; Figure 11 and to averag- 
ing over the remaining, "less important" degrees 
of freedom, as expressed by eq. (2) [20]. 

F(X) = - R T h  { ~yy 

/ny  exp[-E(X; Y) / ksTldVy } (2) 

with 

Vy = /n dVy. 
Y 

where E(X; Y) is the original energy function, X 
denotes the vector of the degrees of freedom of the 
%oarse-grain" system (the virtual bond, angles 0, 
the virtual-bond dihedral angles 7, and the polar 
angles f is t  and 7so in UNITES), Y denotes the 
vector of the degrees of freedom over which the 
average is computed (e.g., the positions and ori- 
entations of solvent molecules, the side-chain dihe- 
dral angles X, etc.), R is the gas constant, T is the 
absolute temperature, ~ y  is the region of the Y 
subspace of variables over which the integration is 
carried out and Vy is the volume of this region. 
Expanding F(X) of eq. (2) in the cumnlant series 
in fl = 1/RT, we obtain [20]: 

1 
~(x) - F(~,x) = ul - 5(u2 - u~)# 

i 3u~u2 + 2u~)/~ 2 + ~(u3- 

- ~(u~ - 3u~ - 4u~u3 + 12u~u2 

- 6u~)~ ~ +... 

(-1)k-1Ck(X)flk-1 
= ~. 

k = l  

(3) 

where Ck is the k-th order cumulant and UI, U~, 
. . .  U, are consecutive energy moments: 

1 fn E(X;Y)kdVy (4) Vk = pVy ~ 

Even if the original energy function E(X; Y) con- 
tains at most pairwise terms, the restricted free 
energy F(X) will in general contain higher-order 
terms that arise from the presence of higher en- 
ergy moments in the cumulant expansion [eq. (31]. 
The early version of UNITES [22, 24] did not con- 
tain mnltibody terms and was therefore good only 
for inverse folding (i.e., it could recognize a native 
fold corresponding to a given amino-acid sequence 
in the data base of decoys taken from the PDB), 
but was not capable of de nolo folding of a pro- 
tein [22, 24]. The capability of de novo folding was 
achieved only after introducing multibody or cor- 
relation terms in the backbone electrostatic inter- 
actions [20, 23]. Similar conclusions about the role 
of backbone hydrogen bonding and other multi- 
body terms have also been drawn by other workers 
[s, i0,11]. 

The side-chain (Usoso) and the components of 
the local-interaction potential (Utor, Ub, and U~ot) 
were parameterized based on distribution and cor- 
relation functions determined [22,24] from a set 
of 195 high-resolution non-homologous structures 
from the Protein Data Bank (PDB) [2]. The peptide- 
group interaction potential Up,p# and the correla- 
tion terms pertaining to backbone hydrogen bond- 
ing ( U ~ , )  were parameterized by averaging the 
all-atom ECEPP/2 [27,28] potential. Finally, the 
relative weights of the energy terms were deter- 
mined so as to maximize the energy gap between 
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Figure 2: The predicted structure of the 25-85 frag- 
ment of HDEA (grey ribbon) superposed on the ex- 
perimental structure (PDB code 1BGS) [34] (dark 
ribbon); the C" ITMS deviation is 4.2/~. 

the native structure and the average energy of the 
non-native structures [24]; this was accomplished 
by the minimization of the so-caUed Z-score func- 
tion [6-9]. 

The version of the UNITES force field described 
above with the Conformational Space Annealing 
(CSA) global-optimization procedure [16-18] was 
first tested on two simple helical proteins: the 10- 
58 fragment of the B-domain of staphylococcal pro- 
tein A (a three-helix-bundle topology) and apo- 
calbindin DgK (a ?5-residue protein with the topol- 
ogy of a four-helix bundle with an EF-hand mo- 
tif) [15]. In both cases, the native structure and 
its mirror image were located; the native struc- 
ture was lower in energy for protein A, and higher 
for apo-calbindin. A full-blown blind-prediction 
test was performed within the CASP3 experiment. 
We submitted predictions for seven targets, one 
of which, for the periplasmic protein HDEA from 
E. coli, turned out to be the most accurate one 
among all the models submitted [30], including ho- 
mology modeling and threading (Figure 2). We 
also achieved very good results for DNA b heli- 
case, a ll6-residue protein. These two proteins 
were assessed as particularly difficult targets [30], 
because of their rare folds. Our predictions of 
most of the other targets were also fairly accu- 
rate [13,14,21,30]. However, the version of the 
UNITES force field that includes only the multi- 
body terms pertaining to hydrogen bonding pro- 

duces too-distorted fl-structure. 

In our present work, we introduced two new types 
of multibody terms: U~o~ ~t and Ueuoc that arise 
from the coupling between local interactions in- 
volving more than two consecutive peptide units 
and local and backbone electrostatic interactions, 
respectively. These terms comprise the third - 
sixth order terms in the cumulant expansion for 
the restricted free energy [eq. (3)]. These new 
terms should extend the performance of our pro- 
cedure to proteins that contain fl-structure. By 
local-interaction energy (Eto¢), we denote the con- 
formational energy of an isolated peptide unit. Eio¢ 
can be modeled by the energy surface of an N- 
acetyl-NI-methyl~mide derivative of the amino acid 
residue under study [35]. It is usually expressed as 
a function of the dihedral angles ~b and ~b; how- 
ever, for the purpose of implementing it in eqs. (2) 
and (3), we express it as a function of the dihe- 
dral angles of rotation ~1 and ~ about the C"-  
C a bonds forming the peptide unit [29] (Figure 3), 
which provides a clear separation of the degrees of 
freedom into the "coarse" or "important" ones [X 
of eq. (2)] and "fine" or "less important" ones [Y 
of eq. (2)], the "less important" ones being the 
dihedral angles A [25,26]. The dihedral angles ~b 
and ~b describe both the "coarse" and "fine" shape 
of the polypeptide backbone and cannot therefore 
be implemented directly in the calculation of the 
restricted free energy. 

The lowest-energy conformations (i.e., region C) 
[35] of terminally-blocked L-amino acid residues 
(the smallest peptide units) lie exactly in the region 
of the (~, ~b)-dlhedral angle space characteristic of 

Figure 3: The definition of the dihedral angles ~1 
and ~2 of rotation about the Ca-C " virtual bonds 
of a peptide unit [29]. 

195 



~-structure. Therefore, the mixed local and elec- 
trostatic energy moments in the cumulant expan- 
sion of the restricted free energy of the polypeptide 
chain [eq. (3)] contribute to the stabilization of/3- 
s tructures .  

The contributions to consecutive energy moments 
[needed to compute the cumulant expansion for 
F (X)  in eq. (3)] that include the products of the 
local and electrostatic energies have the following 
general form: 

f W 

1 
= EiocE:l d , ,d~, 2 U,;~.,= (21r)N,./.../j_ _ '-J;~" • 

- - ' I¢  - - ' I¢  

• ""~i~rh, J - ' 1 , 2 , ' - ' , k - 1 ;  k = 2 , 3 , . . .  
(5) 

where ~i~, I12 . . .  )~iNb indicate the dihedral angles 
involved in integration (their number, Ark, will 

vary depending on the contribution to the energy 
moment). Likewise, the contributions needed to 
determine multiple-torsional terms ( U ~  t) are ex- 
pressed by eq. (6). 

w W 

;to, (2~)~rh " "  E~o~d)~i, d;~i2...)~iNh, 

k=2,3, . . .  (6) 

To a very good approximation, Etoc(~z, ~2) can be 
expressed as a second-order Fourier series in ~z and 
~2. In our dipole model of the peptide group [25], 
the energy of electrostatic interaction between pep- 
tide groups is a second-order Fourier series in the 
a~gles ~ (this follows directly from the energetics 
of the dipole-dipole interactions [25]). Therefore, 
all energy moments involving the local and/or  the 
electrostatic energy can be calculated analytically. 
In our earlier work [20], we developed an algorithm 
for calculating the moments of the electrostatic- 
interaction energy; this algorithm was used to de- 
rive the hydrogen-bonding multibody terms in UN- 
RES. We have now generalized this algorithm to 
compute the energy moments involving both elec- 
trostatic and local interactions, and derived the 
terms in the cumulant expansion for F (X)  [eq. (3)] 

2nd order ielecmstollc) 2rid order OocoL) 

3rd order JlOcol and 64OC~OStO~) 

P~ 
# • 

4th order (local and elec#ostanc) 

! ! 

Figure 4: Representation of some cumulant contri- 
butions to the restricted free energy in the original 
version of UNRES. A filled circle indicates local in- 
teraction energy in the respective peptide unit and 
a dashed line indicates the energy of electrostatic 
interaction between the two peptide groups that it 
connects. 

up to the sixth order. Instead of writing the com- 
plicated formulas for the component terms here, 
we present them as graphs in Figures 4, 5s and 5b. 
Figure 4 includes the terms already present in the 
original version of UNRES, while Figures 5a and 
5b show the new terms. 

In Figure 4, the upper left graph represents the 
averaging of the square of the energy of the elec- 
trostatic interactions between the peptide groups; 
it corresponds to the contribution to U~ of eq. (I)  
coming from a pair of interacting peptide groups. 
The upper right graph corresponds to the averag- 
ing of the products of local-interaction energy of 
two consecutive peptide units. As a result of this, 
the average becomes dependent on the virtual di- 
hedral angle -y centered at the C~-C a virtual bond 
connecting the two units. This term formally cor- 
responds to Utor of eq. (1). Both of the graphs 
described above come from second moments of the 
energy of the all-atom chain. The middle and the 
bottom graphs represent the dominant three- and 
four-body contributions to the restricted free en- 

196 



3rd order (k:)cal and elech, o~atlc of local) 51h 

! ! 

6 ~  

( a )  - - , ,  ( b )  

Figure 5: Graphical representation of the new multibody terms in the cumulant expansion for the restricted 
free energy of the polypeptide chain, corresponding to U ~  e (bottom middle graph in part a) and the 
third- and fourth-order terms in Uezjoc (a) and the fifth- and sixth-order terms in Ue~,l~. 

ergy. They were derived in our earlier work [20] 
as the components of the third and the fourth- 
order term in the cumulant expansion of the back- 
bone electrostatic energy. However, they also in- 
elude the averaging of the electrostatic energy be- 
tween neighboring peptide groups, which is a part 
of the local interaction energy of the peptide unit 
to which these peptide group belong. Therefore, 
these terms should be considered as parts of [f~z,loc. 

The third-order components of Uet,toc presented in 
Figure 5a describe the correlation between the en- 
ergy of the electrostatic interaction between two 
non-contiguous peptide groups and the energy of 
local interaction of the neighboring peptide units. 
As shown, these terms are dependent not only on 
the relative orientation of the two peptide groups, 
but also on the virtual-bond dihedral angles "fl and 
~f2 centered on the corresponding C"-C = virtual- 
bond axes. In other~words, a given orientation of 
two peptide groups invokes a certain local fold of 
the respective portion of the polypeptide chain, or, 
long-range interactions have the capacity of prop- 
agating an ordered local structure. Figure 6 shows 
that a parallel or antiparaUel orientation of two 
interacting peptide groups, as in ~-sheets, favors 
extended virtual-bond dihedral angles and, thus 

propagates extended configurations of the polypep- 
tide chain as in ~-strands (note the minimum at 
"h = "Y2 = 4"180°). The fifth- and sixth-order 
components displayed in Figure 5b should also be 
important, because they propagate the local fold 
of the chain, if two pairs of neighboring peptide 
groups are in contact. 

The double torsional terms (U~or~t; represented as 
the middle graph in the bottom of Figure 5a) should 
also be important with regard to the formation of 
ordered structures. Their importance has already 
been pointed out by other workers [4]. From our 
preliminary analysis, it appears that these dou- 
ble torsional terms contribute to the stabilization 
of left-handed extended strands [which, in turn, 
lead to (the observed) right-handed ~-sheets]. The 
other two third- and fourth-order terms shown in 
the bottom part of Figure 5a involve local and elec- 
trostatic interaction correlations within three and 
four adjacent peptide units, respectively; they can 
be important for the correct description of the ge- 
ometry of ~- or "y-turns and of the geometry of 
a-helices. 

To test the ability of UNI~ES augmented with the 
new correlation terms to reproduce the structure 
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Figure 6: The dependence of the sum of the four 
third-order Uez,ioc terms of the upper part of Figure 
5a (which is the total unit third-order contribution 
to Ueuo¢) on the virtual-bond dihedral angles 71 
and 72 shown in Figure 5a. The central peptide 
groups are assumed to stack on each other. 

of E-sheets, we used the sequence of a 20-residue 
polypeptide betanovx, which was recently designed 
as a minimum fl-sheet model [12]. This peptide 
forms a stable three-stranded fi-sheet in solution, as 
revealed by NMR spectroscopy [12]. The first cal- 
culation was carried out without including the new 
features of the force field (i.e., the only multibody 
terms included are those shown in Figure 4), while 
the second one was carried out with inclusion of 
the third-, fourth- and fifth-order correlation terms 
that are depicted in Figure 5; these term pertain 
to the coupling between local and electrostatic in- 
teractions. In both cases the CSA method [16-18] 
was used to find the global minimum. As shown, 
lack of sufficient terms responsible for the coupling 
between the local and backbone hydrogen-bonding 
interactions leads effectively to a coil structure (Fig- 
ure 7a). Including the multibody terms introduced 
in this work leads to correct topology of betanovs 
with correct positions of both turns and correct 
contacts between the side chains [12]. It should be 
noted that this result was obtained even without 
systematic calibration of the weights of the new 
correlation contributions to energy. At present, we 
are determining the weights of the new correlation 
terms in a systematic way by means of Z-score op- 
timization. 

G14, 

G8 N7 

W3 

E18 

E18 \ 

(a) (b) 

Figure 7: The lowest-energy structures of betanovs 
calculated with the UNRES force field without in- 
clusion of the new correlation terms (a) and with 
inclusion of the new correlation terms (b). The 
N- and C-terminal residues, as well as the turn 
residues in the NMR structure of be tanow are 
marked for tracing purpose. 
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